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Abstract: 

This paper describes the implementation of a large scale SiGe FPGA that serves as a high speed FPGA test platform. In the FPGA core, 20 x 20 building blocks (Basic Cells) are used to implement logic applications. This chip contains 106 devices including SiGe NPNs and MOSFETs. This chip is fabricating with the IBM SiGe 7HP process with cut off frequency of 120GHz. The target running frequency of this FPGA is 10GHz. Clock repeaters are added for improved clock distribution. A test circuit whose building block cell runs up to 10GHz is fabricated and measured by the same process. Future work and some potential applications of the SiGe FPGA are also described.

I. Introduction: 

Field programmable gate arrays (FPGAs) are now widely used for the implementation of digital systems. They were first introduced by Xilinx Inc., San Jose, CA. Since their introduction, FPGAs have demonstrated their versatility in many fields such as networking and digital signal processing (DSP). However, the relatively low operating frequency of CMOS FPGAs cannot handle the requirements of Gigahertz range circuits and applications.

Due to the excellent high speed performance that Current Mode Logic (CML) has, it is a good candidate for implementing an FPGA building block in the GHz range. In 2000, the first high speed SiGe FPGA utilizing CML and running in the GHz range was proposed [1]. However, the large power consumption (71.4mW) of its building block made it difficult to scale up. In order to alleviate this problem, in 2002, a modified FPGA structure that has smaller propagation delay and power consumption was proposed [2]. This new structure has a 94% reduction in power consumption (from 71mW to 4.2mW1) compare to the previous design. 

In this paper, sections II and III briefly describe the SiGe process and fundamental theory of Current Mode Logic (CML). Section IV reviews the FPGA building block proposed previously. The FPGA design consideration is explained in the section IV. Measurement results of the test chip are described in section V. Lastly, the summary and future work are discussed in sections VI and VII.

II. IBM 120GHz SiGe process:

Technical progress in bringing SiGe HBT technology to reality has been exceptionally rapid. The IBM SiGe BiCMOS process has evolved over several generations, resulting in the HBT’s cutoff frequency approaching 120GHz (for 7HP) and is still increasing; a 210GHz process (8HP) is reported [3]). Figure 3 shows the band diagram of a SiGe Heterojunction Bipolar Transistor (HBT) [4]. 
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1 The simulation parameters of this result are: Vcc = 0V, Vee = -2V, Reference current = 0.1mA

! Both authors have the equivalent contribution to this paper.

Based on the graded Ge alloy base, the Ge content varies linearly across the base to create a built-in electric field that aids the faster movement of minority carriers. This reduces the base transit time and hence increases its cutoff frequency. In Figure 4, the cutoff frequency of the 0.5 and 0.25µm processes is around 43GHz. The 0.18µm reaches 124GHz. From this figure, it is observed that the cutoff frequency of the next generation IBM SiGe process is higher than the InP process. Thus, the HBT high frequency performance has caught up with traditional III-V devices such as GaAs and InP. The excellent high frequency performance of the 120GHz devices has been demonstrated most recently [4]. With its outstanding high frequency characteristics and yield, logic circuits can be created to operate up to 40GHz. 
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III. Current Mode Logic (CML):
CML is the second generation of Emitter Coupled Logic (ECL). Like ECL, it is a differential logic design methodology that focuses on steering instead of switching currents on and off. It has many similarities to ECL design, such as preventing the transistor from saturating and wide use of emitter coupled differential pairs. The advantages that make CML unique are that it doesn’t require emitter followers at the gate outputs and it can be biased at lower current levels without appreciably degrading its speed. Overall, less power is consumed with CML than ECL.

Figure 5 shows a CML buffer. The reference current is provided at the bottom of the current tree. By properly steering the current (Iref) flow through the switching transistors (Q1 and Q1b) and the voltage drop resistors, the desired output voltage is achieved. 

IC1 and IC1b can be calculated by Eq-1 to Eq-4 listed in Table 1. The collector current of a forward bias device as a function of VBE is approximated as Eq-1. Using this equation, it is possible to divide the collector current of the first device by that of the second in order to understand the ratio of the collector currents in a differential emitter couple pair by Eq-2. If the current is flowing through the emitter couple pair to the current switch on the bottom, it can be expressed by Eq-3. From Eq-2 and -3, the IC1 and IC1b can be described by Eq-4 and plotted in Figure 6 for different ß (the ratio of the base current to collector current) [5]. From it, when Vid equals zero, the current is evenly divided between IC1 and IC1b. The value of the input differential voltage that fully switches the current to one side is about 200mV. Therefore, most CML circuits operate at an input and output voltage differential larger than 200mV. By following this principle, the CML used in this design has three different voltage levels to provide proper input signals. The ranges of those levels are Level 1: 0 ~ -0.25V, Level 2: -0.95V ~ -1.2V and Level 3: -1.9V ~ -2.15V.

IV. High speed SiGe FPGA design:

In this paper, a large scale SiGe FPGA is designed. Figure 7 shows the block of this FPGA. This FPGA is designed to perform 4-bit logic operations. First, the oscillator (OSC) generates the 10GHz clock. Then the oscillator output is passed to the frequency divider to get the frequencies divided by 2, 4, 8 and 16 as the test signals. In case the OSC failures completely, an external clock is also available. After selection by the multiplexer (MUX), the output is routed to the FPGA core. 



Regarding to the input signals to the FPGA, the input selection block that has two 4-bit MUXs is used to multiplex the external signals and the test signals from the frequency divider. To save power, the FPGA can be programmed to enable only a limited area. Therefore, four outputs of the different area settings are selected as the FPGA output. To correctly program the personality of this FPGA, a programming circuit is used. The FPGA can be configured after shifting the personality bit stream into it. The detail blocks descriptions are explained in the following paragraphs. 

IV-A. Building cell (Basic Cell, BC) of the FPGA core:

Figure 8 shows the building block used in the FPGA core. For convenient, it is called the Basic Cell (BC) in this paper. The BC is composed of CML MUXs for fastest performance. This structure is the same with the one proposed in [2] that has three parts: an input routing block (IRB), an output routing block (ORB) and a Configurable Logic Block (CLB), to realize a large scale high speed FPGA. The structure used in this paper has better performance and less power consumption compared to the first proposed SiGe FPGA. The relevant information is listed in Table 3. Critics say the Xilinx 6200 family is known for its poor functionality and other drawbacks, however, by the authors’ research, it has a simpler structure and its software is opene to the public, making it a good candidate for testing high speed FPGAs and applications. The authors’ group has not precluded other new FPGA architectures. The incoming signals (X, X4, Cx, Qx)2 are routed to the IRB which has three 8:1 MUXs (F1, F2 and F3). After multiplexing, the outputs are routed to the CLB to perform the desired logic function, which is then routed to the ORB (Cx-out2, Qx-out2, Eout, Wout, Sout and Nout). The logic table of the BC is listed in Appendix 1. There are three maintypes of functions: combinational logic, sequential logic and bypass signals. Input signals of 5GHz, 2.5GHz and 1.25GHz (to F1, F2 and F3) and a 10GHz clock are applied. The signal paths of the combinational/sequential logic and bypass signal are shown as Route 1 and 2 in Figure 8. The simulation results of the combinational/sequential logic and bypass signal are shown in Figure 9 (BS is programmed to perform a MUX function). The propagation delay simulation results are in Table 2. The power consumption of each case is in the same table. The layout of the BC, which has the size of 166 x 162µm2 is shown in Figure 10. The FPGA core is composed of a 20 x 20 BC array. All connections emulate the structure of Xilinx 6200 to keep its original functions.

	
	Route
	Propagation delay (ps)
	Power consumption (Total: 58.8mW)
	# of the enabled current trees (Total: 21 in BC)

	Combinational logic
	1
	49ps
	28mW
	10

	Sequential logic
	1
	109ps
	33.6mW
	12

	Bypass signal
	2
	8ps
	8.4mW
	3



	
	Vcc, Vee
	Current trees
	Reference current
	Power consumption/BC
	Tp
	Tr
	Tf

	Previous design1 [1]
	0, -3.4V
	30
	0.7mA
	71.4mW
	130ps
	71ps
	82ps

	New design1 [2]
	0, -2.8V
	21
	1mA
	58.8mW
	29.5ps
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1 The previous design is based on the IBM 5HP design kit and the new design is based on the IBM 7HP design kit.

2 The x represents the directions that a signal can be routed to. 














The second part in the BC is the programming circuit which loads the configuration bits to program the CLB. The layout and schematic of the memory module are shown in Figures 10 and 11. It is composed of a data shifter and SRAM module. Following a circuit reset, data starts to shift into the shift register. After N cycles, the Write-EN signal is pull high to write the data in each flip-flop to the corresponding SRAM. After the write procedure, by turning on the Read-EN, the SRAM data is passed to program the BC’s functions. The advantage of this circuit is that while the first personality is loaded into the CLB, another one can be shifted and be ready to store into the memory. Therefore, a user can easily switch between the first and second personality. 

IV-B. Design of the FPGA chip:

Oscillator and the frequency divider in the FPGA 

In order to reduce the complexity of the FPGA, the ring oscillator, which has ten-stage CML buffers, is designed to provide the 10GHz sinusoid wave. The output is passed to the frequency divider composed of 4 CML D-FFs to provide the slower frequency signals to the inputs of the FPGA core for testing. 

Input/Output selection blocks and the FPGA core

The signal flow in the FPGA is shown in Figure 12. The FPGA core located at the center is constructed of 25 4 x 4 BC arrays (BC-BLOCK). Depending on the number of BCs that an application needs, one of four portions of the BC array is activated. The first portion is the first BC-BLOCK, the second portion is the first row of BC-BLOCKs, the third portion is the first two rows of BC-BLOCKs and the last is the whole BC array. The two input 4-bit signals (A and B) are routed to the first and second row of the BC BLOCKs. Two input signal selection MUXs in the input select block are used to route the internal and external signals to the core. Regarding the output select block, since there are four portions in the FPGA core, all of their outputs have to be routed to an output MUX which connects to the external connections.


	Metal layers
	Design Width (µm)
	Thickness (µm)
	RS (Ω/square)

	M1, Mx, MT, x = 2, 3, 4
	0.5 ≤ M1 < 1.0

0.5 ≤ Mx
	0.36 ± 0.05
	0.07 ± 0.012

	M1, Mx, MT, x = 2, 3, 4
	< 0.5
	0.31 ± 0.05
	0.089 ± 0.018

	LY
	≥1.52
	1.25 ± 0.13
	0.023 ± 0.005

	AM
	≥ 4.0
	4.0 ± 0.4
	0.0070 ± 0.0015


IV–C. Programming data, clock tree and power distribution in the FPGA core:

Figure 13 shows the data path of the programming bit stream. Since the programming circuit is composed of the shift register, by serially connecting the output of the programming circuit to the next one, the configuration bit stream can be shifted and stored in the FPGA core. However, the distance between the first BC to the next one is about 170µm, the output CMOS driver cannot drive it. Therefore a CMOS data driver (CMOS buffer) has to be added. According the simulation results, in order to drive the data, a buffer has to be added every 100µm. 

In Figure 14a, the black and white wires show the Vcc (0V) and Vee (-2.8V) power rails. Since Vcc is gradually reducing along the power rail due to parasitic effects, carefully calculating the width of the power rail is extremely important. Table 3 shows some important parameters used in the SiGe process [6]. In order to get an estimation of the power rail width, we have to make some assumptions about the power droop calculation.

1. The length of the Basic Cell is 170µm with additional 5µm spacing to the next Basic Cell. (L = 175µm)

2. The AM metal thickness is 4µm, and the width is 4µm.

3. All the current trees in the Basic Cell are on (22 current trees).

4. The current flowing in the BC is 1mA (in the latest IBM model manual, fTmax can be achieved at Ic = 1mA).

5. Assume the voltage at the end of power line is less than 2.79V (Input power is 2.8V, 1% variation).

In order to get the result, first, the equivalent resistance of the power rail can be calculated by Eq-5. Assume the width of the power rail is w, after calculation, the Req equals to 1.225/w Ω. Then a simplified power droop model is illustrated in Figure 15 for our case. In the FPGA, there are 20 BC and each basic cell now is designed to have a 1mA current flow through it. Therefore, in our case, the R1 to R20 equal to Req and I1 to I20 equal to I (= 1mA). After replace those parameters in the model, by using Eq-6, the calculation result in a width of the power rail of 68µm. To get less power droop on the rail, 75µm is selected for the width in the FPGA core.
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	( = resistivity, t = thickness

l = conductor length, 

w = conductor width

Rs: the sheet resistance having units of Ω/square
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Clock and programming circuit clock distributions  

Due to the limited space, the 8 x 8 BC array is used to demonstrate the design of two clock trees in the FPGA core. The clock distribution shown in Figure 16 is based on the popular H-pattern structure. The metal 4 and MT layers are selected to route the clock tree. The influence of the parasitic effects and the loading effects can be reduced to a minimum. In Figure 16, the gray dot represents the repeater. Since the SiGe FPGA runs at much higher frequency (10GHz) than commercial ones, avoiding clock skew is very important. To solve the signal attenuating effect, repeaters are added to the clock tree. The schematic and layout of the repeater composed by Current Mode Logic (CML) buffer and a pair of emitter followers are shown in Figure 17a and b. Figure 18 shows the results of a clock repeater loaded with different length wires (From 400µm to 700µm). From it, the output waveform of the 700µm wire starts to distort. Therefore, the clock repeater can drive 700µm wire at most (10GHz clock). The drive capability is also verified. Figure 19 shows the repeater loaded with one to five repeaters. With more repeater loading, the rise time of the signal increases. The best condition is loaded with only one repeater. This case has the smallest rise time. Therefore, in the clock tree, each repeater output is loaded by only one repeater.

Figure 20 shows the post layout simulation result of the partial tree from point A through B and C to D (The length of A, B, C, and D are 620, 360, 175 and 175µm). On this figure, the propagation delay between point A and D is 30.6ps. The layout of the programming circuit clock also follows the design methodology that the clock tree has. The CMOS buffers added in the tree. Simulation result suggests a CMOS buffer every 150µm at 100MHz clock. Therefore, every BC distance (170µm) one repeater is added in the programming circuit clock tree.
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IV-D. The SiGe FPGA: layout, programming sequence and power consumption:

The layout of the SiGe FPGA is shown in Figure 21. The center part is the 20 x 20 BC array surrounding with 20 pads on each side. The length of the chip is 4.69mm x 4.82mm. As the chip block diagram shown in Figure 7, those pads on the top and bottom are the power pads. On the left hand side, two external data inputs take the upper 8 input pads and the output of the chip and programming circuit take the upper four pads on the right hand side. The ring oscillator is located on the bottom left corner. 

Figure 22 shows the programming scheme. In the first cycle (Period A), the FPGA core is disabled by clearing the data in the memory and shift register circuit to zero. Then the shift register starts to load the bit stream (Period B1). After finishing data shifting, the Write-EN is turned on and the data is loaded to the memory (Period B2) and then, the FPGA starts to function by turning on the Read-EN (Period C). By using this scheme, the CMOS part and the bipolar will not be activated at the same time to avoid over driving the FPGA.

This FPGA circuits is composed by CMOS and Bipolar parts. Since, The CMOS logic is not consuming power while it reaches to a stable state. The power dissipation of the CMOS is ignored here. The total number of the devices that this design has is listed in Table 5. Assume all the current trees in the FPGA are turned on. Thus the approximate power consumption can be calculated. The number of total BC, clock repeater, input and output buffer and pad drivers that the FPGA used are summarized in Table 6. The power consumption of each parts are also shown in the same table and the overall power consumption is about 25W. From it, the major power dissipation source comes from the BC. Therefore, to further reduce its power is still very important issue.

	
	Number of used in FPGA
	Current trees 
	Power consumption

	BC
	400
	21
	23.52W

	CLK repeater
	37
	3
	0.318W

	Input and output buffers
	26
	1
	0.0728W

	Pad drivers
	26
	16
	1.0752W

	OSC
	1
	10
	0.028W

	Total
	X
	X
	25.014W

	Note: This calculation is based on the following condition:

Vcc = 0V, Vee = -2.8V, Iref of the CML = 1mA.


V. Test chip measurement:

The taped out chip shown in Figure 22 was manufactured using the IBM 7HP process. The test part is on the upper left hand side. The test circuit shown in Figure 23 is composed by four BCs. The black wires represent the connections between BC and BC. In order to simplify the complexity of the test FPGA, the original IO pin have been changed to the input and output pins. There are 6 input pins and 2 output pins. After programming the ring oscillator configuration in the chip (shown in gray wires and symbols), the frequency of the oscillator is measured and shown in Figure 24. The period of this oscillator is 800ps meaning the new BC has an operating frequency of up to 10GHz.
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VI. Applications:

The role of the high speed SiGe FPGAs must be redefined. Figure 25 shows a potential system. In this system, the high speed front end, which can be a Serdes circuit or other function, receives signals from external sources. By using a multiplexing technique, the high-speed signals can be interleaved to slower signals fed into a CMOS FPGA to perform any complex operation, for example a DSP operation. After this operation, the data is de-interleaved by the SiGe FPGA. The back end delivers data to external systems. The system merges the high-speed characteristics of the SiGe FPGA and the complexity of the very large scale CMOS FPGA to perform the high speed calculations without using an expensive process and complex circuit techniques. This may save design engineers a lot of effort in high-speed system applications.

Another potential application is the use of the FPGA as a fast reconfigurable platform. For example it can be a high-speed switching chip. Figure 26 (a) through (d) shows a 3D high-speed configuration FPGA using three different wafers. The Level 1 wafer is a high-speed data receiver. Once the serial data is received, the Serdes multiplexes and stores it into the n-bit cache memory.  Figure 26 (b) shows the block diagram. An example is provided on the right hand side of this figure to illustrate the design of Level 1. The outputs of the cache memory vertically connect to the Level 2 memory modules. After properly setting the module selection inputs, the data can be stored in any module. After storing the personalities in the memory modules, the circuit can deliver the output of the specific module storing the desired setting to the lower level circuit (Level 3, FPGA). Figure 26 (d) illustrates the relationship between the incoming data from upper levels to the FPGA in Level 3. As is commonly know, using a 3D process being developed in the lab by some of the authors, the above chip can be realized. In this 3D architecture, the length of the interconnection can be greatly reduced. The area of the circuits also can be reduced. Another advantage is faster switching of FPGA personalities.
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In the 3D design concept, similar circuits, e.g. example memory, are grouped together and manufactured on the same wafer. By using adhesives, these wafers can be glued and stacked to other wafers. To connect the different wafer layer circuits, 3D via are constructed. Figure 27 illustrates this concept with the cross-section of a 3D structure.

Figure 28 shows the block diagram of the 3-D FPGA chip. The 3-D FPGA/Stack Memory block that we proposed in Figure 26, is located in the center and the cells around it are the processors. The FPGA/stack memory is used to route signals between processors that can broaden multi-processor applications by programming different personalities in the DRAM. DSP chips, A/D and D/A converters or communication circuits can replace the processor blocks. Thus, the FPGA chip can serve as the reconfigurable interface between blocks for different applications.

VII. Summary:

The power consumption of the FPGA chip is still too high (25W) to be scaled up further. A power saving strategy is still needed for the next generation SiGe FPGA to further reduce power for larger scale FPGAs. The clock tree is the most important part in this chip. Since it is heavily loaded, the clock repeater is applied every 600µm (The length of the 4 x 4 BC array) to make sure the signals are clear. This H pattern clock tree has been proved to reduce the clock skew between the BCs. The width of the power rail is calculated for a 0.01V loss (from -2.8V to -2.79V). With the hand calculation model, the width of power rail that needs to deliver less than a 0.01V loss to the far end is about 75µm. Lastly, a smaller ring oscillator test circuit is programmed to demonstrate with an 800MHz output that the speed of the BC can be as high as 10GHz. 

VIII. Future work:

So far, the power consumption of the SiGe FPGA is still too large and must be reduced before larger arrys may be built, yielding the number of BCs in FPGAs large enough to support more sophisticated digital applications. The focus of the continued research will be to investigate several methods to reduce power and then realize the potential applications described in previous paragraph. This will broaden the potential application field of SiGe FPGAs.

Appendix
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Table 6. Function deviation of the Xilinx 6200 series.

[image: image22.png]Devie XCe209' | xCo216 | XCo236 | XCo264
Typical Galo Gount Range | 9000-13000 | 16000.24000 | 36000-55000 | 64000-100000
Number of Cells E 0ss. 216 16364
Number of Regeters 2501 4096 E o384
Number of 1085 192 256 4 sz
Coll Rows x Cotumns o 22 96x35. 12120





Table 7. The Xilinx 6200 series.
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Figure 5. CML Buffer Note: IC1+ IC1b = Iref.
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Table 1. Summary of the equations used in the analysis of CML logic.





Figure 7. Block diagram of the SiGe FPGA chip.
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 Figure 6. IC1 and IC1b vs. Vid.
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Figure 8. Building cell (BC) in the FPGA core.





R





S





D-FF





CLB


 





Q





C





F1





F2





F3





CLKK





Clear





Route 1: The route of combinational / sequential logic
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Table 2. Propagation delay and power consumption of the combinational logic, sequential logic and signal bypassed case. (AND function).





Table 3. Comparison between the old SiGe FPGA and the new design used in this paper.
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Figure 10. Layout of the BC, which has dimensions 170µm x 210µm.





Figure 9. Simulation of the BC (MUX function).


From top to bottom: input C (Period: 1600ps). Input C (Period: 800ps), Input B (Period: 400ps), Input A (Period: 200ps), bypassed signal output (Bypass A), Sequential output and combinational output.
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Figure 11. Schematic of the programming circuit (Clear is not shown in this figure).
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Figure 12. Block diagram of the input/output blocks and the FPGA core.
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Figure 13. Programming and memory circuits in the SiGe FPGA.
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Figure 14. Power rail in the FPGA core (a) and the power rail in each BC (b). 
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Table 3. Characteristics of the metal layers of the IBM 7HP process [6].





Table 4. Equations for calculating power droop and power rail width.
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Figure 16. Clock array in the 8 x 8 clock tree as an example of the clock tree in the FPGA core
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Figure 15. Simplified circuit model of the power distribution
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Figure 18. Simulation result of the clock repeater driving 400~700µm wire loads.
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Figure 17. Schematic (a) and layout (b) of the clock repeater.
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Figure 20. Propagation delay between A, B, C and D in clock tree shown in Figure 15.
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Figure 19. Simulation result of the clock repeater loaded with one to five clock repeater loads.
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Figure 22. Timing scheme of programming the FPGA.
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Figure 21. Layout of the high speed FPGA.
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Test circuit





Figure 23. Test circuit block diagram.
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Figure 22. Photo of the fabricated chip.
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Figure 25. Proposed future role of the SiGe FPGA in a high-speed system.





Figure 24. Measured waveform of the fabricated chip.





Figure 3. SiGe band-diagram and Germanium concentration in the base region (dash line) compared to a Si BJT.








Figure 4. Cutoff frequencies of several generations of SiGe processes.

















































































































Figure 26. Multi-level FPGA chips (3D FPGA) (a).


                  Block diagram of the Level 1 wafer (b).


                  Block diagram of the Level 2 wafer (c). 


                  Block diagram of the Level 3 wafer (d).
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Figure 26 (a)
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Figure 27 3D integration of 


     the FPGA/stack memory.





Figure 28 Block diagram of the 3D FPGA chip.
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