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Abstract. Training teams is an activity that is expensive, time-consuming,
hazardous in some cases, and can be limited by availability of equipment and
personnel. In team training, the focus is on optimizing interactions, such as
efficiency of communication, conflict resolution and prioritization, group
Situation awareness, resource distribution and load balancing, etc. This paper
presents an agent-based approach to designing intelligent team training systems.
We envision a computer-based training system in which teams are trained by
putting them through scenarios, which alow them to practice their team skills.
There are two important roles that intelligent agents can play; these are as
virtual team members and as coach. To carry out these functions, these agents
must be equipped with an understanding of the task domain, the team structure,
the selected decision-making process and their belief about other team
members’ mental states.

1 Introduction

An integral element of large complex systems is that a team of humans is needed to
manage them. Teams demand that the members be competent not only in their
individual skills, but also in anticipating the needs of the team as if it were an entity
by cooperating with other team members to act effectively. Teams can induce a large
amount of stress on members that can lead to tragic consequences such as the
shooting down of an Iranian airliner by the USS Vincennes. Stressors such as sensor
overload, fatigue, time pressure, and ambiguity contributed to this accident [1]. In
order to better manage these factors teams train together to be able to perform
together effectively.

In heterogeneous teams, that is teams that require specialists in order to function,
team members must not only be able to perform their own unique functions, but they
must also be able to act as a cohesive part of the team. A team member may or may
not be familiar with the functions of other team members but is competent within his
own domain. In order for the team to become competent, the team members must
practice together [2]. Team training is normally done using simulations of the system
or the actual system with al of the human team members participating. When an
intelligent tutoring system is added, it is typically in the role of training an individual
to be able to understand his individual tasks before taking part in the team. In order to



train teams it would be useful to expand an ITS so that it can support team activities.
In our approach, partial teams can be simulated using computed-based agents to
represent team members and thus teach a trainee necessary team skills such as
situational awareness, group decision-making, and communications efficiency
without having to involve the entire human team for all training sessions.

By building computer-based simulation environments, trainees can be run through
simulated scenarios, providing a type of hands-on experience. Intelligent agents
serving as virtual team members can provide significant cost-savings through partial
team training. However, significant challenges exist in developing such intelligent
team training systems (ITTS). First, for agents to participate in the smulation (and
provide believable interactions) as virtual team members, they must have an
understanding of the team structure and the collaboration process, requiring multi-
agent belief reasoning. Second, in order to diagnose problems with teams and provide
dynamic feedback (e.g. coaching), things such as distributed plan recognition and
interpreting individual’s action in terms of their beliefs about their teammates must be
done.

We envision a computer-based training system in which teams are trained by
putting them through scenarios, which allow them to practice their team skills. Our
proposed approach to training teams is to use an intelligent multi-agent based system
that has a knowledge-based foundation. This ITTS allows the human trainee to build
an understanding of his role within the team. The trainee is able to learn which other
team members the trainee must monitor and when or where the trainee can provide
support to the other team members without interrupting them in the performance of
their duties. This also called a shared mental model, which is thought to be a key to
effective teamwork [3]. Mistakes that the trainee makes can be caught by a coaching
agent that can either use other virtual team agents to correct the trainee or directly
interact with the trainee as a tutor within the system.

2 Teamwork

Our definition of a team is a group of entities (humans or agents) that are working
together to achieve a goal that could not be accomplished as effectively (or at all) by
any one of them aone [4]. Team members play unique roles, which may require
unique skills and resources. Our focus is on teams that are hierarchical, with a clear
chain-of-command and leadership or authority roles. Teams are also heterogeneous
in that individual team members have different roles and responsibilities within the
team. All teams have to deal in one way or another with sharing information and
distributed decision-making (also called cooperation or collaboration) [5].

3 Team Training

In team training, the focus is not on each individua’s skills (which are typically
learned beforehand), but on optimizing interactions, such as situational awareness,
communications efficiency, and the effectiveness of team decision-making [6].



Intelligent agents can help extend these methods to build Intelligent Team-Training
Systems. There are two important functions that intelligent agents can play in such
systems. First, we can have agents that can substitute for other team members. This
alows for partial team training, which could provide huge cost savings, and alows
for either individuals or sub-teams to train without the need for the rest of the team.
A second mgjor roleis for a knowledge-based agent to play the role of coach [7]. This
eases the burden of a human instructor from having to monitor both the trainee and
the other virtual team members in the simulation. To carry out their roles, these agents
must be equipped with an understanding of the task domain, the team structure, the
selected decision-making processes and their belief about other team members’
mental states.

4 Other Agent Based Teams

The agent-based teams that exist in the literature are focused on allowing rational
agents to work together on a common goal. Such agents have a shared mental model
of what each agent is able to contribute to the team. This shared mental model is a
simplified model of the mental states of all the other members on the team. Agents
must be able to query and establish team goals that the agents collaborate upon in
order to achieve a shared goal that they would otherwise be unable to achieve.

A teamwork model must provide support for reasoning about team goals, plans,
and states. It must also represent the roles and responsibilities of individual team
members as this relates to other team members. Information needs of team members
need to be fulfilled by the team by finding out who best can answer those needs. In
the approaches listed below such information needs are not yet examined.

In the SharedPlans approach each agent maintains individual plans and shared
plans [5]. Individual agents accomplish plans that require cooperation between such
agents by building shared plans. Other team-based agents build on this foundation to
construct general models of teamwork. COLLAGEN [8] uses a plan recognition
algorithm in order to reduce communications during collaboration between a human
and an agent. Using attention, partial plans, and clarification enables COLLAGEN-
based agents to interact with humans in an intelligent fashion. COLLAGEN is an
implementation of the SharedPlans theory.

The approach that STEAM uses is to fijaint intentions between agents and
create a hierarchy of joint intentions so that the agents can monitor other agents’
accomplishments or failures in achieving these shared intentions [9]. Both systems
provide a model of teamwork into which domain specific knowledge and agents can
be added. STEAM is designed to be domain independent in its reasoning about
teamwork. It is based on theint intentions framework by Levesque [10]. STEAM
also provides for capabilities to monitor and repair team plans

PuppetMaster addresses the issue of reporting on student interactions within a team
for use by an instructor [11]. A top-down approach is used to reduce unnecessary
details and be able to recognize actions at the team level. The focus of PuppetMaster
is not on the individual student’s behavior but as an aid to an instructor to recognize
team failures.



5 CAST - Collaborative Agents for Simulating Teamwork

We describe a computational system for implementing an ITTS called CAST, for
Collaborative Agent architecture for Smulating Teamwork. We focus on humans as a
part of the virtual team. We wish to model the individual’s beliefs and actions within
the context of the team. We also wish to automate the training process and allow
individuals to practice alone without needing a large support staff to setup and
monitor the exercise. We assume that a good description can be provided of the
actions that a team and its members will be able to perform. Therefore, we assume
that the team has a plan of what needs to be accomplished in the performance of the
team mission, and we know who are the team members and what their roles will be.
We want to enable an individual new to the team to become a part of the team by
increasing his situational awareness, showing him who or what to monitor, and how
best to respond to the actions and requests of his fellow team members. The team
exists in a domain in which each team member plays a specific role and responses
need to be well rehearsed in order to overcome any difficulties that the team may
encounter. We can best illustrate what such a team looks like with the following brief
example.

6 An Example Team Domain

The NASA Mission Control Center consists of a team that is arranged in a
hierarchical manner with clearly delineated roles for each team member. The Flight
Director (FD) oversees 10 disciplines which each monitor functions on the Space
Shuttle. These stations are manned continually during a Space Shuttle mission, which
typically lasts less than 10 days. During scheduled events all relevant disciplines are
fully staffed. During down times, such as when the astronauts are sleeping, only
lighter staffing needs are required.

To examine the operation more closely, consider the PROP (Propulsion Systems
Officer). The PROP is responsible for the operation of the Space Shuttle Orbital
Maneuvering System (OMS) and Reaction Control System (RCS). These secondary
engines are used for orbital corrections, docking operations, and the De-orbit burn.
The PROP is assisted by the OMS/RCS Engineering Officer (OREO) and the
Consumables Officer (CONS) as a sub-team [12]. The PROP knows the functions and
duties of his sub-team members but instead typically focuses on interacting with the
other disciplines. The PROP uses his sub-team to fulfill his requirements for
information and allows them to manage their respective sub-systems.

The PROP officer is also in a vertical chain of command leading up to the Flight
Director. The Flight Control Room (FCR) provides each FCR team member a headset
with separate channels dedicated to different disciplines and needs. The sub-team
members such as the OREO and CONS officers sit on consoles in a separate room
from the FCR called the Multipurpose Support Room (MPSR).

As an example scenario during the launch stage, the FD asks the PROP officer for
a status check to see if the discipline is ready for launch. The PROP officer checks
with his sub-team. Each sub-team member checks his own console and reports to the



PROP officer. The PROP officer reports back to the FD that they are ready for launch.
Thisis a simple example but shows the need for monitoring the needs of the team and
having a situational awareness as to what functions each individual should be
performing. Individuals are aware of what the team goals are and what their
responsibilities and needs are in order to fulfill the team goals.

In order for the MCC team to be able to train as a team, the resources of the MCC
at Johnson Space Center must be dedicated to running atraining simulation. This can
involve not only the MCC team members, but also astronauts in the Space Shuttle
Trainer (which is located in a different building), building and computer support
personnel, and the resources of the actual FCR. When such a training task is in
progress no other work can be done with the facilities. Such team training is not done
when a space shuttle is in flight. This will become a problem when resources must
also be used for monitoring the International Space Station.
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Fig. 1. A subset of the NASA MCC Team

7 The CAST Architecture

The approach we take in CAST is to model the team interactions of team members
using Petri Nets. We propose to use a model of teamwork and reasoning agents with
beliefs about the team and themselves in order to construct the ITTS. The virtual team
agents must also be able to interact with human trainees and communicate with a



human counterpart. The explicit representation of goal hierarchies and intentions will
be important for diagnosing problems with team behavior and providing useful
feedback for coaching and evaluation.

7.1 Challengesin Developingan ITTS

An agent-based, team-centered ITS for training teams has certain challenges to
overcome in order to be an effective training tool. First, the virtual team members

have to generate reasonable interactions for human team members. Humans must be
incorporated in the ITTS initially as one or more trainees, and eventually as other

team members in order to allow sub-teams to practice among themselves. Second, the
coaching agent should be “non-intrusive” by passively monitoring and interpreting all
actions and interactions of the trainee instead of announcing itself as a coaching agent
and asking the trainee about his intentions and reasons. And last, understanding the
actions of an individual on a team is more complicated because their decision-making
explicitly involves reasoning about the other members of the team (e.g. their beliefs,
roles, etc.), and their actions may be implicitly in support of a team goal or another
agent.

7.2 Components of CAST

The ITTS will have four major components. Intelligent agents are used to represent
individual team members. The individual team members incorporate a model of
teamwork in order to help identify points of communications and shared goals. The
state of a simulated world within which the training will occur must be maintained.
To be useful the simulation should also be able to interface into an existing
simulation, or integrate into an actual system. This last approach is the one planned
for use with the MCC NASA domain. A coaching agent also maintains a user model
of the trainee and acts when appropriate to tutor the trainee on understanding his role
as a team member.

7.3 Elementsof a Knowledge-Based Model of Teamwork

An ITTS agent must reason not only about its goals and capabilities, but also about
the goals of the team and other team members and about commitments or shared
responsibilities. This requires what is knownbekef reasoning, which we simulate

in CAST.

First, we use the team-description language MALLET [13] to provide a framework
for modeling teamwork. Second, we encode this model of actions and interactions of
a team into a representational structure uBletgi Nets. Third, we use ainter-Agent
Rule Generator (IARG) to determine the interactions that will take place among the
agents. Fourth, we incorporate a coaching agent to be able to detect when the trainee
fails to act as a member of the team and provide feedback to the trainee to enable him
to act appropriately.



7.4 MALLET: A Multi-Agent Logic Language for Encoding Teamwor k

The ontology underlying our framework is based on the BDI model [14] (Belief
represents the knowledge of the agent, Desire represents the general goals of the
agent, and Intention represents the selected plans of the agent). The purpose of using
an ontology is to identify the general concepts and relationships that occur in
teamwork across multiple domains, and give them formal definitions that can be used
as the basis of a team-description language with predicates with well-specified
meanings. MALLET is a language based on predicate logic that allows the encoding
of teamwork. Being a logic-based language, MALLET provides a number of pre-
defined terms that can be used to express how a team is supposed to work in each
domain such as Role (x), Responsihility (x), Capability (x), Stage (x), €tc.

7.5 Petri Net Representation of MALLET

The actions and interactions of a team can be encoded in Petri Nets, which are a
natural representation for actions, synchronization, parallelism, etc. Petri Nets have
previously been suggested as an appropriate implementation for both intelligent
agents and teamwork [15]. Petri Nets are particularly good at representing actionsin a
symbolic/discrete framework. They can represent the dependence of actions on pre-
conditionsin avery natural way, i.e. viainput places to atransition. The effects of the
chosen action simply become output places in the Petri Net. We use an algorithm to
transform descriptions of roles in MALLET into Petri Nets, including beliefs,
operators, and goals, etc. We use a Petri Net for each role on the team, with beliefs
specific to that agent.

7.6 |IARG algorithm

The IARG (Inter-Agent Rule Generator) algorithm is used to detect information flow
and generate team interactions. IARG uses both offline and online components. An
agent analyzes the Petri Nets of all the other agents using the IARG algorithm in order
to derive information flow and identify propositions that other agents need to know.
We can define information flow as a 3-tuple: <Proposition, Providers, Needers>.
Proposition is a truth-valued piece of information. Providers is the set of roles that
can provide the information (i.e. perhaps has the responsibility of achieving and/or
maintaining it). Needers is the set of roles that need thisinformation. An agent is said
to need a piece of information in the sense that the proposition maps onto an input
place of a transition in the Petri Net corresponding to an action that that agent can
execute to carry out one of its responsibilities. We believe that using a belief
representation for handling communications can serve as the shared mental model that
a team maintains. This can then reduce the explicit communications needed between
team members by instead promoting implicit coordination among team members. The
information flow computed by the IARG agorithm can be used to generate
communications for information exchange.



8 Development of a Coaching Agent

An advantage of our approach in CAST is that a coaching agent can use the model of
teamwork within CAST to facilitate user modeling and the detection of errors
between team members. User models [16] exist in single-user training systems in

order to detect [17] and correct errors [18] in the trainee’s domain knowledge. In a
traditional ITS, an overlay approach is often used, in which the user’s actions are
compared to those that would be generated by an expert, to identify discrepancies
between the student's (user) model, and the expert model (typically involving trigger
or production rules for deciding what to do). However, understanding the actions of
an individual on a team is more complicated because their decision-making explicitly
involves reasoning about the other members of the team (e.g. their beliefs, roles, etc.),
and their actions may be implicitly in support of a team goal or another agent.

Our approach in CAST is to model team members as maintaining simplified
models of the mental states of all the other members on the team. To avoid issues of
computational complexity with belief reasoning (e.g. via modal logics), we use Petri
Nets as an approximate representation of these mental states. Then when a team
member needs to decide what to do, they can not only reason about what actions
would achieve their own goals, but they can reason about the state and needs of
others. In particular, we focus on two effects: by making teamwork efficient through
anticipating the actions and expectations of others (e.g. by knowing others roles,
commitments, and capabilities), and by information exchange (knowing who to ask
for information, or providing proactively just when it is needed by someone else to
accomplish their task).

The coaching agent focuses on observing an individual's activities within the
context of the team goals. Actions that each virtual team member takes depend on
beliefs those agents hold regarding the goals and state of the other agents. Actions that
a trainee takes also depend on his beliefs as to what needs to be done at that time in
order to achieve the team goals. But beyond these actions, we can attempt to detect
and properly classify whether a trainee has failed to act because of either inaction on
the trainee’s part, or an assumption by the trainee that it was another’s responsibility,
or a failure to properly monitor another team member. We also use the individual's
model of teamwork to support the user model. We can infer the state of the team
mode for the trainee based on observed actions, and we can map incorrect actions to
problems with the trainee’s representation of the other team members in the trainee’s
model of the team that would explain them, and from there back to the team/domain
knowledge. Finally, the coaching agent will provide corrective feedback based on an
appropriate pedagogical model (e.g. dynamically through hints during the scenario,
and/or through after-action reviews).

9 Conclusions

The CAST system is currently being implemented as a distributed system in JAVA
and RMI. We are using the domain of the NASA MCC to demonstrate this approach.
We believe that this system can be a useful complement to traditional approaches in



training teams. The agent-based teamwork model can not only be used to implement

virtual team members in an intelligent team training system, it can also serve as the
“expert teamwork model” for a coaching agent to assess the actions and the
performance of a team being trained.

An ITTS cannot replace an actual human team. But it can reduce the time and
overall cost of training individuals in a team staff for domains such as control centers
and other team-centered applications. An eventual goal is to run the ITTS system in
parallel with real-time operations in order to allow agent-based virtual team members
to follow, monitor, and advise the actual human team members as they perform their
duties.
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